IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 56, NO. 11, NOVEMBER 2011

TABLE I
THE COMPARISONS OF CONVERGENCE TIME, DISTURBANCE REJECTION
PROPERTY BETWEEN THE FTCL (3) AND THE CBCL (14)

Convergence | Steady-state
time?(sec) errors
System (1) under the CBCL (14) 14.24 0.17
System (1) under the FTCL (3) 4.10 0.04
Improvement percentage (%) 71.21 76.47

Convergence time: the time after which |e;| < 1074, |v;| < 107%,i = 1,2,
3, always holds.

V. CONCLUSION

Based on the continuous finite-time control technique, a finite-time
attitude tracking control law has been designed for a single space-
craft and a distributed finite-time attitude synchronization algorithm
has also been developed for a group spacecraft. Future work includes
extending the results in this technical note to cases when the angular ve-
locity is unmeasurable and there exist communication delays between
spacecraft.

REFERENCES

[1] P. Tsiotras, “Stabilization and optimality results for the attitude control
problem,” J. Guid., Control Dynam., vol. 19, no. 4, pp. 772-779, 1996.

[2] J. T. Wen and K. Kreutz-Delgado, “The attitude control problem,”
IEEE Trans. Autom. Control, vol. 36, no. 10, pp. 1148-1162, Oct.
1991.

[3] S. Li, S. Ding, and Q. Li, “Global set stabilisation of the spacecraft
attitude using finite-time control technique,” Int. J. Control, vol. 82,
no. 5, pp. 822-836, 20009.

[4] G. Xing and S. A. Parvez, “Nonlinear attitude state tracking control
for spacecraft,” J. Guid., Control Dynam., vol. 24, no. 3, pp. 624-626,
2001.

[5] W. Luo, Y. C. Chu, and K. V. Ling, “Inverse optimal adaptive control
for attitude tracking of spacecraft,” IEEE Trans. Autom. Control, vol.
50, no. 11, pp. 1639-1654, Nov. 2005.

[6] H. Wong, M. S. de Queiroz, and V. Kapila, “Adaptive tracking control
using synthesized velocity from attitude measurements,” Automatica,
vol. 37, no. 6, pp. 947-953, 2001.

[71 M. R. Akella, “Rigid body attitude tracking without angular velocity
feedback,” Syst. Control Lett., vol. 42, no. 4, pp. 321-326, 2001.

[8] Z. Chen and J. Huang, “Attitude tracking and disturbance rejection of
rigid spacecraft by adaptive control,” IEEE Trans. Autom. Control, vol.
54, no. 3, pp. 600-605, Mar. 2009.

[9] W. Ren and R. W. Beard, Distributed Consensus in Multivehicle
Cooperative Control: Theory and Applications. Berlin, Germany:
Springer, 2007.

[10] J. R. Lawton and R. W. Beard, “Synchronized multiple spacecraft ro-
tations,” Automatica, vol. 38, no. 8, pp. 1359-1364, 2002.

[11] A. Abdessameud and A. Tayebi, “Attitude synchronization of a group
of spacecraft without velocity measurements,” IEEE Trans. Autom.
Control, vol. 54, no. 11, pp. 2642-2648, Nov. 2009.

[12] Z. Meng, W. Ren, and Z. You, “Decentralised cooperative attitude
tracking using modified Rodriguez parameters based on relative
attitude information,” Int. J. Control, vol. 83, no. 12, pp. 2427-2439,
2010.

[13] Z.Meng, W. Ren, and Z. You, “Distributed finite-time attitude contain-
ment control for multiple rigid bodies,” Automatica, vol. 46, no. 12, pp.
2092-2099, 2010.

[14] S. P. Bhat and D. S. Bernstein, “Finite-time stability of continuous
autonomous systems,” SIAM J. Control Optim., vol. 38, no. 3, pp.
751-766, 2000.

[15] E. Jin and S. Zhao, “Robust controllers design with finite time con-
vergence for rigid spacecraft attitude tracking control,” Aerosp. Sci.
Technol., vol. 12, no. 4, pp. 324-330, 2008.

2717

[16] Z. Man, A. P. Paplinski, and H. R. Wu, “A robust MIMO terminal
sliding mode control scheme for rigid robotic manipulators,” IEEE
Trans. Autom. Control, vol. 39, no. 12, pp. 2464-2469, Dec. 1994.

[17] K. B. Park and J. J. Lee, “Comments on “A robust MIMO terminal
sliding mode control scheme for rigid robotic manipulators”,” IEEE
Trans. Autom. Control, vol. 41, no. 5, pp. 761-762, May 1996.

[18] C.Qianand W. Lin, “A continuous feedback approach to global strong
stabilization of nonlinear systems,” IEEE Trans. Autom. Control, vol.
46, no. 7, pp. 1061-1079, Jul. 2001.

[19] M. D. Shuster, “A survey of attitude representations,” J. Astron. Sci.,
vol. 41, no. 4, pp. 439-517, 1993.

[20] G. Hardy, J. Littlewood, and G. Polya, Inequalities.
U.K.: Cambridge Univ. Press, 1952.

[21] Y. Sun and L. Wang, “Consensus of multi-agent systems in directed
networks with nonuniform time-varying delays,” IEEE Trans. Autom.
Control, vol. 54, no. 7, pp. 1607-1613, Jul. 2009.

Cambridge,

Padé Discretization for Linear Systems
With Polyhedral Lyapunov Functions

Francesco Rossi, Patrizio Colaneri, and Robert Shorten

Abstract—This technical note has been motivated by the need to assess
the preservation of polyhedral Lyapunov functions for stable continuous-
time linear systems under numerical discretization of the transition matrix.
This problem arises when discretizing linear systems in such a manner as
to preserve a certain type of stability of the discrete time approximation.
Our main contribution is to show that a continuous-time system and its
Padé discretization (of any order and sampling) always share at least one
common piecewise linear (polyhedral) Lyapunov function.

Index Terms—Discretization, Lyapunov function, stability of linear
systems.

1. INTRODUCTION

The investigation of the properties of linear systems when passing
from the continuous-time analysis to the discrete-time one has been
subject of particular attention in the literature of control theory. For
linear time-invariant (LTI) systems, this procedure is almost completely
understood, and forms a fundamental basis, both for the design of con-
trol systems, and for numerical simulation.

Recently, in the context of the study of switched linear systems, sev-
eral technical notes have considered the problem of discrete approxi-
mations to continuous-time switched linear systems [1]—-[4]. The theory
of switched linear systems is a relatively new field of research where
the knowledge of the shared properties between continuous-time and
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discrete-time systems is completely absent. This constitutes a signifi-
cant gap in the literature as engineering practice requires discrete time
implementations of engineering designs. Consequently it is possible to
formulate many basic questions that, remarkably, have yet to be ad-
dressed in any form.

One such question concerns preservation of stability. For LTI sys-
tems, many discrete approximations are known to preserve quadratic
stability. Since quadratic and exponential stability are indistinguishable
concepts for LTI systems, the story, in this case, is complete. A funda-
mental issue for the discretisation of switched systems is that quadratic
stability is only a sufficient condition for exponential stability. A more
complete characterisation of exponential stability requires the study
of piecewise-linear and piecewise quadratic Lyapunov functions [5].
Thus, for switched systems, the notion of stability preservation goes
beyond the notion of quadratic Lyapunov functions, and requires the
study of more elaborate Lyapunov functions. Our technical note is mo-
tivated by this observation, and takes a first small step in this direction.
Among discretization methods we will consider the Padé transforma-
tion, which is widely used in real applications and intensively studied
from the numerical viewpoint: [6], [7]. Such a study is well motivated,
as diagonal Padé approximations are a method of choice amongst con-
trol engineers (the Tustin or Bilinear transform is an example of a di-
agonal Padé approximation).

Our primary focus in this technical note are polyhedral Lyapunov
functions. Such functions are known to be nonconservative in the anal-
ysis of stability under arbitrary switching for polytopic and switched
systems We shall ask for what class of discretisations are such norms
preserved, and in this context we shall show that a stable continuous-
time system and its Padé discretized version of order p > 1 (for any
sampling time) always share such a function. This does not contradict
previous results in [8], where it is proven, through a counterexample,
that a given polyhedral Lyapunov function in continuous-time may be
not a Lyapunov function for the sampled discrete-time system obtained
via the particular class of bilinear transformations with fixed sampling
time.

The question as to what properties are preserved under such dis-
cretisations appears to be a new problem and, despite its importance,
has not yet received the attention it deserves. Roughly speaking, our
results show that certain types of polyhedral Lyapunov functions are
preserved under Padé discretisations of LTI systems. The importance
of this results follows from the fact that, for switched linear systems,
piecewise linear Lyapunov functions are known to be non-conservative
for establishing the studying the stability of switched linear systems. In
this context, we believe that our main result is the starting point to get
a deeper understanding on the effect of discretization of switched sys-
tems, also in the study of preservation of optimality criteria [9].

II. PRELIMINARIES

Consider a linear autonomous system
(t) = Acx(t) @)

where x(t) € R"™ and assume that the system is asymptotically stable,
i.e., matrix A. is Hurwitz (all eigenvalues in the open left half of the
complex plane). It is well known that the motion of the state, associated
with an initial state 2(0) = ¢, can be written as () = e“<*a. The
exponential matrix e”*<* can be numerically approximated in a variety
of different ways. In this technical note we focus on the most popular
one, that is diagonal Padé approximation approximation of pth order,
see e.g., [6], [7]. This operator is well known to engineers and is com-
monly used by both the control and signal processing community. To
be precise, taking a sampling time h, the pth order Padé discretization
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of e*" is defined as

Aa(h) =Z(A)Z(—Ah) ! (2a)
Z(X) = ic. X' = _(2p=d)lpt (2b)
" e T T p)litp — i)t

=0

Hence, it is possible to associate with system (1), its discrete
approximation

za(k +1) = Aa(h)a(k) 3)

where x4(k) approximates (k) = (e?<"*)xo. It is well known that

the Padé discretization preserves the stability properties. As a matter of
fact, A. is Hurwitz if and only if A4 is Schur stable (all eigenvalues in-
side the open unit disc), for any given sampling times & > 0. Moreover,
the eigenvalues of A. and A4(h) are related by the same transformation
induced by (2), and the eigenstructure is preserved. If A is an eigenvalue
of A, associated with an eigenvector 7, then z = Z(Ah)Z(=Ah)"'is
an eigenvalue of Aq(h) associated with the same eigenvector z. Even
more, the transformation is basis independent, i.e.

Z(TAT'WZ(-TAT ')~ =
=TZ(AMZ(—AD)"'T™" = TA;(WT™".

Finally, if TA.T~" is a Jordan form for A, then TA4z(R)T" is a
Jordan form for A4(h). A particular Padé transformation is the cele-
brated bilinear transformation (or Tustin transformation), that is given
by (2) withp = 1, i.e.

—1
Ag(h) = (I+ gA) (I - 2A> . €]

III. QUADRATIC AND POLYHEDRAL LYAPUNOV FUNCTIONS

Consider system (1) and its Padé discretization (3). Assume
that A. is Hurwitz stable, so that A4(h) is Schur stable for
each > 0. We consider the 2-measure of a square ma-
trix X as u2(X) = (1/2)Amax(X + X') and the 2-norm as
[ X]l2 = VAmaz(X'X). Also, letting X;; be the entries of X, we
define the co-measure as f1oo(X) = max; (Xn' + 20 |1Yij|) and
the oco-norm as || X ||l = max; )°; [Xi;|. The main results relating
stability are recalled below, see, e.g., [10].

Lemma 1:

(i) A. is Hurwitz stable if and only if there exists a full column rank

matrix W, € RY*", N > n, and ). such that

WoAe = QW.,  p2(Qe) < 0. )

(ii) A. is Hurwitz stable if and only if there exists a full column rank
matrix W, € RV** N > n, and Q. such that

Wed: = Q-We, pne(Q.) < 0. 6)

(iii) Agq is Schur stable if and only if there exists a full column rank
matrix Wy € RY*" N > pn, and Qg such that

Wada = QaWa,  ||Qall2 < 1. O

(iv) Ag is Schur stable if and only if there exists a full column rank
matrix Wy € RV*" N > n, and Qg such that

Wada = QaWa, ||Qdlle < 1. ®)

Remark 1: Notice that W.A. = Q.W. always implies
that Wy(h)Aa(h) = Qa(h)Wyu(h) with Wy(h) = W, and
Qu4(h) = Z(Q:h). However it is not true in general that jto. (Qc) < 0
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implies ||Qa(h)||sc < 1, unless h is small. A counterexample is given
in [8].

Notice that Lemma 1-(i) and 1-(iii) enforce the existence of
a quadratic Lyapunov function [|[We.z.||* = «.P.z., where
P. = W!W,. and ||Wyz|® = 2/ Pira, where Py = WiW,,
respectively. Indeed, in the continuous-time case

AP+ P, =W, (Qe+ QL) Wo <0
whereas in the discrete-time case
AuPiAg — Py =Wy (QuQa —I) Wa < 0.

Moreover, matrices W.. and W, can be always chosen as square n X n
matrices, given by W, = P / 2, Wy = P; z,

A notable result concerning quadratic Lyapunov functions is that
they are invariant under Padé transformations. This means that, given
a Hurwitz stable matrix A. and P > 0 satisfying

AP+ PA. <0
then
Aq(h)PAs(h) < P, Yh>0.

This result follows directly by inspection for Padé transformation of
order 1. For higher orders transformations the result relies on the exis-
tence of common quadratic Lyapunov functions for commutative ma-
trices, and from properties of the complex 1’st order transformation;
see [11], [12]. In our case the two matrices that commute are A. and
A.(h) = (I + Aq(h))(Ag(R) — I)™*, see [12]. In conclusion, de-
noting with P, the set of P > 0 satisfying AL P + PA. < 0 and with
Pa(h) the set of P > 0 satisfying A4(h)' PAs(h) < P, it follows:
P. CPa(h), Vh>O0. )
On the other hand the Lyapunov functions associated with Lemma
1-(ii)) and 1-(iv) are of polyhedral type, i.e., ||Weze||oo, resp.
[|[Waz4l|eo, where the number of vertices of the polyhedra is 2N. In
general N > n, and the minimal N for which (6), (8) are verified
depends on the location of the eigenvalues of A., 44 in the complex
plane. It can be proved, see [13], that for a matrix A. with distinct

eigenvalues a necessary and sufficient condition for N = n is that
the complex eigenvalues A = —a + j3, a > 0, belong to the sector
Bla=! < 1.

IV. MAIN RESULT

In this section, we analyze the properties of the sets W., [resp.
Wa(h)] of matrices W, [resp. Wy (h)] satisfying (6), [resp. (8)]. First
of all, we recall a pair of results available in the literature, [14], [15]
for the continuous-time and discrete-time case, respectively.

Lemma 2: Consider a Hurwitz stable matrix A., with distinct eigen-
values, with n, real and 2n. complex eigenvalues. For each pair of
conjugate complex eigenvalue A\; = a; £ j3;,7 = 1,2,...,n., take
an integer m; such that A; lies in the sector S.(m;), where

. . sin(X)
Se(m)=A=—+j3: a>0,|0|<—2—~a;. (10)
{ =l

Then there exists W, € RY*™ and Q. € RY*N with
N =% m; 4+ n,, satistying (6). [

In Fig. 1, the sectors S.(m) are drawn for m = 2 (angle 7 /4),
m = 3 (angle 7/3), m = 4 (angle 37 /8) and m = 5 (angle 47/10).
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A 1[0

Re(A)

Fig. 1. Sectors S.(m) for m = 2 (angle 7/4), m = 3 (angle 7/3), m = 4
(angle 37/8) and m = 5 (angle 47/10).

Lemma 3: Consider a Schur stable matrix A4, with distinct eigen-
values, with n,. real and 2n. complex eigenvalues. For each pair of
conjugate complex eigenvalue A; = 0; £ jw,;,7 = 1,2,...,n., take
an integer m; such that A; lies in the interior of the regular polygon
Pot(m;), where

i(pw/m) 2m—1
Poi(m) = int conv {€J pr/m } an
p=0
Then, there exists Wy, € RN*™ and Qu € RY*Y, with

N = Zle m; + n., satisfying (8). [ |

In Fig. 2 the polygons P,(m) are depicted for m = 2 (square),
m = 3 (hexagon), m = 4 (octagon), m = 5 (decagon). The two
Lemmas above have been shown to be valid also in case of multiple
eigenvalues. However, for the sake of simplicity, we assume that the
eigenvalues are distinct, so facilitating the construction of W.. and Wy.
As shown in [14], matrix W, can be constructed as follows. Let 7. be
the state-space transformation that puts A. in its real Jordan form, i.e.

Hcl 0 0 0

0 He 0 0
T.AT " = : :
0 0 0 H.,. 6 0
0 0 0 0 R.
where
—a; [
Hci: |:_51 _’LUZ':|

and R. is an, X n, diagonal matrix accounting for the real eigenvalues.
Moreover let, fori = 1,2,...,n.

r 1 0
cos (n': ) sin (%)
W, = Cos (?n—") sin (7277—")
| cos ((m;;_l)ﬂ') sin ((mlrjl)ﬂ')
[ x; Y 0 0 0
0 x wv. 0 O
Qci =
0 0 0 = y
L—y;, O 0 0
where
i cos (n:—z) 3
= - ————, Y= —————

sin ( L)
m;
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Im(n)

lRe(k)

Fig. 2. Polygons for m = 2 (square), m = 3 (hexagon), m = 4 (octagon),
m = 5 (decagon).

Then, it is easy to verify that (6) is satisfied with

rWe 0 s 0 0
0 W --- 0 0
0 0 Wen, 0
L 0 0 0 I
[Qc1 O 0 0
0 Qe 0 0
Qc = : : : 13)
0 0 Qen, 0
L O 0o - 0 R.

Notice indeed that pto(Q.) < 0O is forced by the assumption on the
position of the eigenvalues that is equivalent to x; + |y;| < 0.

The computation of the polyhedral Lyapunov function ||Wy||eo
for the discrete-time system (3) follows the same lines and can be found
in [15]. Let T, the state-space transformation that puts A, in its real
Jordan form, i.e.

rHa 0 0 0
0 Hyp --- 0 0
LiAdT; = 0 1 L
0 0 Hqn, O
0 0 0 Ry
i where
o Wi
Hy =
& —w; 0

and R, is an, X n, diagonal matrix accounting for the real eigenvalues.
It can be verified that (8) is met with by choosing W, = W. T, ' T,
and (04 as in (13), with R.. replaced by R, and ().; replaced by

<1, <2, Zm—1,: Zm,i
Zm i <1, Zm—2,¢ “Fm—1,i
Qai =
—Z3,i —Z4,i Z1,i <21
—Z2,4 —Z3,0 —Zm,i Z1,1

where z;; are such that 377" |z;:| < 1. Notice that [|Qall« < 1
is forced by the assumption on the position of the eigenvalues in the
regular polygon P, (m;). We are now interested in the action of the
Padé transformation over the sectors Sc(m ) of the complex plane de-
fined above. Our first result is a technical lemma, showing that, if A be-
longs to S..(m) then its image under the Padé transformation belongs
to Por(mn).
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Lemma 4: Let m be a positive integer number, S.(m) defined in
(10) and P,;(m) defined in (11). Fix a sampling time » > 0 and con-
sider S4(m, h) the image of S.(m) under the Padé transformation (2),
ie.

Sa(m.h) ={z=Z(\h)Z(=Xh)"' X € Sc(m)}.
Then
Sa(m.h) C Por(m).
Proof: The Padé transformation can be written as

n,

z=ZAZ(=Ah)"' = H

=1

eit + A 15 dio +da A+ 22
€i1 — A Py diz — din A+ N2

where n,. is the number of real roots of Z(Ah), and 2n.. the number of
complex conjugate roots of Z(\h), with n,. + 2n. = p [12]. On the
other hand, it is well known, see [16], that the polynomial Z(\h) is
Hurwitz, so that all coefficients are positive, in particular e;; > 0 and
d;2 > 0. The proof is split into three parts.

(i) First we prove that, if A € Sc(m) then

e+ A

zi(A) = po— € Poi(m). (14)
We split S;(m) into a family of lines
A ={-a+j8|8=sa, a>0}
indexed by s € (—r,7), where
sin (=
TEIC ro(:(?"’:)' (19

Our goal is to prove that z; (A,) C P,i(m). Observe that z; is a
Mobius transformation; thus it sends lines and circles into lines
and circles. In our case, the image z;(A) is thus either an arc
of circle or a segment. We compute lima—o 2z, (—a + jsa) = 1
and lim,— 4o zi(—a + jsa) = —1. Also the intersection with
the imaginary axis can be computed, that is j¢(s) with

/5 3 -—_ s

Y= e

Thus the image of A, via z; is an arc on the complex plane con-
necting 1 to j¥(s) to —1 (the extreme points 1 and —1 being
excluded). Notice that ¢ (s) is an increasing function, thus the
images of A, via z; are “ordered”: given a fixed real component
x € [—1, 1], the corresponding imaginary component y such that
x4 jy € zi(As) is an increasing function with respect to s. For
this reason, if z;(As,) C Por(m) and z; (As,) C Poi(m), then
2i(As) C Poi(m) when s1 < s < s». We can thus restrict our-
selves to prove that z;(A_,.) C Poi(m), z;(Ar) C Poi(m). For
symmetry with respect to the real axis, we can moreover restrict
ourselves to prove that z;(A,) C P,i(m). This is equivalent to
prove that the arc connecting 1 to ji(r) to —1 is contained in
the regular polygon P;(m) (the extreme points 1 and —1 being
excluded). Since we are dealing with a bilinear transformation,
zi(Ay) is symmetric with respect to the imaginary axis. We can
thus restrict ourselves to the part of the arc joining 1 to j(r) (the
extreme point 1 being excluded). With this goal, we first observe
that the arc is contained in the unit circle.
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m()
A
B

1

1

‘IRCO»)

Fig. 3. Proof: Existence of A,.

(ii)

The slope of the arc in 1 can be computed deriving z; (—a+ jra)
for &« — 0. The slope is exactly r¢ = —r, and it coincides with
the slope of the first edge of the polygon P, (m), joining 1 to
¢/("/™) _Consider now the vector z; (—a+ jra) — 1:its slope
is always bigger than —r. Indeed

—2a (eir + a+17a = jreir)

(ei1 + a)? + a?r?

zi(—a+ jra)—1=
so that

Im(zi(—a+ jra)—1)
Re(zi(—a+ jra) — 1) o

re;n

_(3,;1 + a(1+7r2) >

r (16)

recalling that « > 0 and e;; > (. We consider the equation
of the arc in polar coordinate p(6) with # € (0,7/2] and p
the corresponding radius. The function p(#) is decreasing due to
geometrical observations. Assume that there exists a point 4; =
P e = zi(—ay + jrai) € Po(m). If 61 & (0,7/m], we
prove that there exists another point Ay = pae’?2 = zi(—as +
jraw) € Poi(m) such that 8, € (0, 7/m)]. See Fig. 3. Consider
the unique point By = pge’” that is the intersection of the
boundary of P,;(m) with the segment joining 0 to A;. We have
pB < p1 because A; is outside P, (m). Compute now % such
that 61 € (kx/m., (k4 1)x/m]. Then the point By = pge’(?2)
with 8> = 61 — kw/m, lies on the boundary of P,;(m) because
of invariance of the boundary with respect to rotations of angle
Jewr /m. Consider now the point Ay = p2e??2 with p» = p(f2).1t
lies on the arc of circle and is outside P, (m ), since p is given by
the image of p(-). Moreover p2 > p1 because p(-) is decreasing
and #1 > 6. Recalling that p» > p1 > pn, we have that A
is outside the polygon. We now have a point 4> belonging to
the arc with #, € (0, 7/m] that is outside the polygon P, (m),
but inside the circle. Then the vector 4> — 1 to 1 has a slope
that is strictly more negative than —r. But Az € z;(A.), thus
Ay — 1= z;(—a+ jra) — 1 for some «, and we have proved
that this vector’s slope is bigger than or equal to —r. This is a
contradiction.

Now we consider the function
diz +da X+ N’
7i(\) = =—— ",
) = T {17
We assume A € A; C S.(m), thatis A = —a + jsa with
|s| < r where r is given by (15). We define
- zi(A) =1
AMA) = 22—
( ) Zl'(/\) +1
Notice that B
s = LA
1—=2A(N)

After some manipulations it follows:

Im(A(N\) s <di2 —?(1+ 52)>
Re(A(N) " \dia+a2(1+5s2) )’
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Im())

Re(h)
1

Fig. 4. Vector z = Z(Ah)Z(—Ah)~! (with p = 2) as a function of o > 0,
for A = —a(l+4jr),h =1landm = 2,3,4.

Recalling that d;> > 0, we have
Im(A()\))

Reo) | S

thus A(A) € A, C S.(m) for a certain 5 satisfying |5| < |s].
We can now apply the proof in Part (i) to A € S.(1m), observing
that the expression of z; with respect to X is of kind (14). Thus
zi(A) € Por(m).
(iii) Finally notice that
n2n,

z=ZOWZ(=2)" = ] =
=1

where z; € P,i(m). We just need to show that = € Poi(m)
as well. We prove this by showing that the set P.i(m) is
closed under multiplication. Indeed, take §&1 € Po(m) and
& € Poi(m). Each of them can be written as a convex combi-
nation of two vertices of the polygon, i.e.

0 0 - 10
51 — (,’1(4,,7 11 _1_(1’2(3,7 12’ 62 = by el¥21 —|—b2(2‘] 22

with a;, b; > 0, a1 + a2 < 1,by + b2 < 1and 0;; = kijm/m
for k;; € Z. Hence
€16 :a1b]c.i(911+921) + a1})20‘j(911+922)+

+ azblc‘j(912+921) + (,’2;)2(3.7’(912-5-922)

with a1b1 -{—(1,11)2 —|—a2b1 +(L21)2 = ((1,1 —|—a2)(bl +b2) < 1.In

conclusion, &1 &2 € Poi(m). ]
In Fig. 4 the 2nd order Padé mapping z = Z(Ah)Z(—=Ah)"! is
considered as a function of &« > 0, when h = L and A = —a(1 + j7),

where r is defined in (15), for m = 2, 3, 4. Finally, in Fig. 5, the
mapping z = Z(Ah)Z(—=Ah)"! is considered as a function of & >
0,when h = land A\ = —a + ja (i.e., m = 2), taking the Padé
transformation of order p = 1, p = 2 and p = 3.

We are now in the position to prove the main result of the technical
note.

Theorem 1: Consider a Hurwitz stable matrix A. of dimension 7
and its Padé discretization A4(h) of order p. Assume that all eigen-
values of A, are distinct. Let n, be the number of real negative eigen-
values, and 2n. be the number of pairs of complex eigenvalues —a; £
jBi,i=1,2,...,n.. For each pair of complex eigenvalues, let m; be
an integer greater than one such that —a; & j/3; belongs to the sector

sin
m;

1 — cos (%)

Then there exist W = W, = Wy(h) € RV, with N = S5 m +
N, Qe € RN, Qu(h) € RY*™, such that (6), (8) are met with,
forall h > 0.

Proof: First recall that the Padé transformation preserves the
Jordan form of A. and A,4. Now take T such that both .J. = T A T !

13:] <

;.
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Fig. 5. Vector z = Z(Ah)Z(—XAh)~! as a function of > 0, for A\ =
—a(l 4+ jr), h = 1 and Padé of order p = 1, 2, 3.

and TA;(h)T ™ are in the real Jordan form. Compute W, as in (12).
For each pair of complex eigenvalue A\; = —«; %+ [;, the expression
of W.; is uniquely by m; such that —«; = 3; € S.(m;). Now
consider the expression of Wy(h), that is identical to (12), replacing
each W,; with Wy;, accounting for the pair of complex eigenvalues
i o= 05 % jw; = Z(Mh)Z(=X\h)”'. Applying Lemma 4, we
have that p; lies in the interior of the regular polygon P,;(m;), with
the same m; of the eigenvalue A; of the continuous system. As a
consequence, the expression of Wgy; can be chosen to be identical
to W,;. Thus Wy(h) = W.T.'T,. Since T, = T, we have the
conclusion. |

Comment: The result above says that there always exists a common
polyhedral Lyapunov function ||Wz||s for A. and A4(h). Moreover,
the construction of W is based on the matrix A. only, and the pre-
vious theorem shows ||[WW || is a polyhedral Lyapunov function for
Aq(h) computed with a Padé approximation of any order p. As a con-
sequence, the polyhedral Lyapunov function is common to A. and all
Padé approximants, of any order p and with any sampling time /. We
recall that, however, there is a great difference between quadratic and
polyhedral Lyapounov functions, as stated in [8]: indeed, all quadratic
Lyapunov functions are preserved under any Padé discretization, while
this is not more valid for polyhedral functions. The following coun-
terexample is given in [8]. Consider the Hurwitz matrix

-1 0
‘40_{—2.4 —3}'

Hence, since poo(A.) < 0 it is very simple to compute W, and Q.
satisfying (6). Indeed, such equations are satisfied by W. = I and
Q. = A..Now, take A,(1) given by the 1°* order Padé approximation
with & = 2, namely
0 0
A =T+ A)T-A)"" =
a(l) = (T +Ac)( ) {—0.6 —0..5]

and notice that Qg = (I + Q.)(I — Q,)™ " satisfies AgWy = W3Qq,
with W; = W.. However, ||Qa4||o > 1. From this the authors in [8]

concluded that W, = I is not preserved. Nevertheless, using our result,
it is possible to find another W, that is preserved. A choice is given by

el e ld Wanls 4

V. CONCLUSION

In this technical note it was shown that a continuous-time stable
system and its associated sampled system via Padé transformation (of
any order) always share a particular polyhedral Lyapunov function. The
consequence of our result is most pronounced for the discretisation of
switched systems. It is in this context that our result may be impor-
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tant. It is well known that polyhedral Lyapunov function are non con-
servative in the analysis of stability of switched linear systems under
arbitrary switching. Consequently, we believe that the result on polyhe-
dral Lyapunov functions also shades some light on a possible approach
to discretise switched linear systems; namely, if certain types of Lya-
punov functions are common to all modes of the system, then stability
of preserved under Padé discretisations. Despite this fact, much work
remains to be done, and this work can take several possible directions.
First, we can look for discretisation methods that preserve all polyhe-
dral Lyapunov functions for sets of matrices irrespective of sampling
rate and of order. This is difficult, but some progress along these lines
has been made in the context of positive systems [2]. Another direction
is to search for conditions on the sampling time for which such Padé
approximation preserves Lyapunov functions of a certain type.
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